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ABSTRACT - High quality fishmeal provides suitable protein ratio in the modernizing balance of animal 

breeding. Near-infrared (NIR) spectroscopy technology was used for the determination of protein concentration 

in fishmeal samples. In this paper, Least squares support vector machine (LSSVM) method was applied to the 

NIR analytical procedure to search the optimal calibration model. We focus on the study of three common 

LSSVM kernels and the tuning of parameter valuing. The parameters of the linear, polynomial and Gaussian 

radial basis (GRB) kernels were respectively tuned to examine whether they output an optimal or acceptable 

predictive result, either in the validating or the testing part. These trainings were combined with the LSSVM 

regulation factor changing at a regular step pace. The results showed that, for polynomial kernel (including the 

linear kernel), the identified optimal parameters were able to outlet appreciating root mean square error, but the 

correlation seemed not so good as expected. For GRB kernel, we selected a relatively smaller regularization 

factor for each fixed kernel width to simplify the complexity in practical applications. In conclusion, the linear, 

polynomial and GRB kernels are feasible to explicit the NIR features of protein for the LSSVM model in NIR 

analysis of fishmeal samples. 
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I. INTRODUCTION 
Fishmeal is a quality feed containing high protein in the modernizing balance of animal breeding. It 

plays an irreplaceable role in quantization aquaculture. High quality fishmeal provides suitable protein ratio in 

nutrition to animals which is essential for their growth. Protein content is an important indicator to evaluate the 

quality level of fishmeal [1]. With the development of aquaculture feed industry, there is increasing use of fish 

meal, which requires the endurance of identifying high-protein quality of fishmeal to develop precision 

aquaculture feedings. Near-infrared (NIR) spectroscopy is a rapid technique to use the material information of 

the reflectance near-infrared region for quantitative analysis of material components [2]. It owns many merits of 

fast, easiness and simplicity, reagent-free detection, no pollution and multi-component simultaneous 

determination. NIR technology has been widely used in the fields of agriculture, food, environment and 

biomedicine [3-5]. 

There have been several reports investigating NIR spectroscopy for the detection of fishmeal quality 

[6-8]. Classic linear regression, principal component regression, multiplicative linear regression and partial least 

squares regression are widely used in these studies. And, some spectrum pretreatment methods as smoothing, 

derivative, detrending, and standardization are carried out for these quantitative detections [9-11]. However, the 

linear models are valid on the basis of the inherent linear correlation between the spectral data and the 

concentration data. These models are hard to get prospective predictions if the spectrum- concentration 

relationship is not linear. It is very necessary to study effective chemometric algorithms when using NIR 

spectroscopy measuring protein content of fishmeal. In response to the detection of specific indicators and 

spectral information, How to improve the calibration of the model prediction accuracy is the hotspot of 

investigating the NIR technology for quantitative analysis of target components. There includes many 

challenging issues. 

With the development of nonlinear analytical techniques, near-infrared predictive capability has been 

improved to a certain extent. Least squares support vector machine (LSSVM) is a popular nonlinear analytical 

method for classification and regression. The fundamental concept in LSSVM is to map the original data onto a 

high dimensional space by utilizing kernels, in order to transfer a complicated nonlinear problem into a simple 

linear problem between the dependent variables and the high dimensional data [12]. The distribution of the 

features in high dimensional space depends not only on the regularization factor, but also on the selection of the 

kernel and the corresponding parameters. Thus the training of regularization parameter and the generalization 

parameters in kernels are very determinate to LSSVM models. 
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The parameters in kernel functions primarily affect the mapping results from nonlinear to linear space. 

They play a critical role for the redistribution and comprehensional regulation of the sample data in the linear 

high-dimensional space [13]. Concerning the choice of the applicable kernel for LSSVM model optimization, a 

different kernel will lead to different performance of LSSVM models [14-15]. The linear kernel is the most 

commonly-used and relatively simple kernel for LSSVM mapping, while the polynomial kernel can successfully 

transfer the NIR information from the nonlinear to the linear space along a smooth polynomial curve. On the 

other hand, The Gaussian radial basis (GRB) kernel is a high-order kernel for data transformation with 

applicable effectiveness and faster training process. 

In this paper, we investigate the functional effects of the three different kernels in LSSVM model for 

the NIR analysis of protein in fishmeal samples. By comparing the validating results as well as the testing 

results, the optimal kernel along with its effective parameters can be determined for further applications. 
 

II. SAMPLES AND EXPERIMENT 
The rapid detection on fishmeal protein by using NIR spectrometry requires the collection of the 

spectral data of each fishmeal and the laboratory measured data of protein. The spectral data was collected by 

FOSS NIR Systems 5000 grating spectrometer. The calibration model is established based on the prepared 

samples, and is applied for other unmeasured samples. 

Ninety-four portions of fishmeal powder were collected and each portion is reserved as nondestructive 

and treated as an original sample. The protein concentration was detected by using the Kjeldahl method. All of 

the 94 samples were prepared for the spectrum collection. The spectral detection was launched in a conditioning 

laboratory at a temperature of 26ºC and a relative humidity of 52%. The spectrometer automatically scanned 64 

times for each sample in about 2 minutes and output the average spectrum as the final measured data. The full-

scanning range was set as 1100-2500nm. The resolution was set as 2 nm, thus we have 700 points of 

wavelengths in the full range. 

For NIR analysis, all 94 samples were divided into 3 sample sets for different uses in the modeling 

and testing processes. A randomly selected bundle including 24 samples were used for model test after 

establishing calibration models. The remaining samples were automatically divided into the calibrating set (46 

samples) and validating set (24 samples) by Kennard-Stone method [16]. The calibration samples were used for 

modeling and the validation samples for optimization. 
 

III. LSSVM MODEL AND EVALUATION METHOD 
The idea of LSSVM regression is to use the kernel function to map the target data into a high-

dimensional space to form a linear relationship between the spectra and the concentrations [17], so that the 

regression models can be defined using the following equation, 
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where γ is called the regularization factor [12] and Ai is a linear combination of all the calibration spectra (the 

NIR spectra with m wavenumbers), weighted by the concentration values. 

The effect of LSSVM regression depends on the selection of the kernel and corresponding parameters. 

Moreover, when the kernel function is selected, the corresponding kernel parameters for tuning are identified, 

and will be trained in combination with γ to accomplish LSSVM model optimization. 

In this study, to search for the moderate robustness and stability to enable nonlinear modeling for the acquired 

NIR dataset, we investigated three different kernels for LSSVM, 

Linear kernel    ,
j i j i

K x x x x b   ,  

Polynomial kernel     ,
d
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Gaussian radial basis kernel  
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where d represents the degree of polynomial and σ2 represents the GRB kernel width, used to adjust the degree 

of generalization. It is obvious that the polynomial kernel will degenerate to a linear kernel when d equals to 1. 

Thus we only need to operate the polynomial and the GRB kernel in LSSVM modeling. 

The evaluation for LSSVM model mainly depends on the predictive bias and the correlation, so the 

modeling indicators include root mean squared error (RMSE) and the correlation coefficient (R). The modeling 
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indicators in the validating process were denoted as RMSEv and Rv, while the indicators in testing were 

denoted as RMSEt and Rt. 
 

IV. RESULTS AND DISCUSSIONS 
LSSVM models were established for the calibration of fishmeal samples targeting the concentration of 

protein. As the training of polynomial kernel includes the case of linear kernel, we only discussed the 

procedures for the polynomial kernel and the GRB kernel. With the increase of the regularization factor, the 

error of experience is over-punished and the model would be overlearning. When the regularization factor 

exceeds a certain value, the empirical risk and learning feature would not change any more. On this basis, it is 

worth noting that the regularization factor (γ) is necessary to be trained in combination with the degree of 

polynomial (d) in the polynomial kernel, and with the kernel width (σ2
) in GRB kernel.  

Firstly, we investigated the LSSVM modelling results for the polynomial kernel. Generally, we have γ 
consequently valued as {2

-11
, 2

-9
… 2

-1
, 2

1
…2

33
, 2

35
}, and, d valued as {0, 1, 2, 3}. The model optimization was 

done for the validating samples and the predictive results were obtained according to every parametric model 

(showed in Fig. 1). It can be seen from Fig. 1 that the predictive results were awful when d equals to 0, which 

means that using a constant as the kernel would not lead to a prospective modeling result. The linear (d=1), 

quadratic (d=2) and the cubic (d=3) polynomials were able to acquire the optimal effect when γ was properly 

valued. Thus we selected the most optimal models (the 10 solid circles in Fig. 1) to perform the predictions for 

the testing samples, and the testing results as well as the validating results were listed in Table 1. The data in 

Table 1 showed that the LSSVM models with polynomial kernels worked quite well in the validating part, just 

because the optimal parameters were outlet based on the validating samples, while the performance went down 

for the testing samples that are excluded in the optimizational step. The correlation results (Rt) were generally 

lower than 0.9. 

 
Figure 1 The validating results corresponding to the tuning of γ based on different degrees of polynomial kernel 

(d represents the degree of polynomial) 

 

Table 1 The predictive results for the optimal polynomial kernels in LSSVM modeling 

 γ RMSEv Rv RMSEt Rt 

d=1      

 2
13

 0.6199 0.9896 2.1157 0.8571 

 2
15

 0.6088 0.9855 2.2115 0.8395 

 2
17

 0.6749 0.9804 2.0838 0.8283 

d=2      

 2
5
 0.6158 0.9881 2.0722 0.8642 

 2
7
 0.6206 0.9847 2.0084 0.8593 

 2
9
 0.6501 0.9822 1.9229 0.8421 

d=3      

 2
-3

 0.6226 0.9874 2.0222 0.8694 

 2
-1

 0.6232 0.9846 1.9357 0.8661 

 2
1
 0.6428 0.9826 1.8787 0.8471 

 2
3
 0.6824 0.9796 2.1069 0.7910 

Note: d represents the degree of polynomial kernel; γ represents the regularization parameter in LSSVM 

modeling 
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Secondly, we investigated the LSSVM modeling results GRB kernel. The regulation factor γ was 

tuned within the same range as for the polynomial kernel, i.e. γ consequently equals to 2
-11

, 2
-9
… 2

-1
, 2

1
… 2

33
, 

2
35

, while the GRB kernel width σ2
 was tuned valuing to 2

-7
, 2

-5
… 2

-1
, 2

1
… 2

15
, 2

17
. The model optimization was 

done for the validating samples and the predictive results were obtained according to every parametric model 

(showed in Fig. 2). It can be seen from Fig. 2 that all the curves corresponding to σ2
 dropped down to the stable 

minimal line except σ2
 equaling to 2

-7
, 2

15
 and 2

17
, which were the border values in this tuning strategy. With 

this resultant phenomenon we believed that the optimal values of σ2
 were included in this research. Additionally, 

the dropping curves reached the minimal level at different values of γ. The first minimum-reaching point for 

each curve was sketched as a solid circle in Fig. 2. It is interesting that with the increasing value of σ2
, the first 

minimum-reaching point identified a relatively large value of γ. Meanwhile, these points gave out the optimal 

validating results at the same predictive level.  

We located these first minimum-reaching points and extracted the models, perform the predictions for 

the testing samples, and the testing results as well as the validating results were listed in Table 2. Table 2 

showed that the LSSVM models with GRB kernels worked awfully well in the validating part, just as the 

performance with polynomial kernel, while the predictive effects went down for the testing samples. But 

obviously, the correlation results (Rt) were generally above 0.9. In comparison with the polynomial kernel, 

LSSVM models will be evaluated performing slightly better when using the GRB kernel. 

 
Figure 2 The validating results corresponding to the tuning of γ based on the comparison of σ2

 valuing in 

Gaussian radial basis kernel 

 

Table 2 The predictive results for the optimal GRB kernels in LSSVM modeling 

σ2 γ RMSEv Rv RMSEt Rt 

2
-5

 2
1
 0.5311 0.9921 1.5112 0.9078 

2
-3

 2
5
 0.5335 0.9920 1.3955 0.9203 

2
-1

 2
9
 0.5338 0.9919 1.3873 0.9212 

2
1
 2

13
 0.5338 0.9919 1.3868 0.9213 

2
3
 2

17
 0.5338 0.9919 1.3868 0.9213 

2
5
 2

21
 0.5338 0.9919 1.3868 0.9213 

2
7
 2

25
 0.5338 0.9919 1.3868 0.9213 

2
9
 2

29
 0.5338 0.9919 1.3868 0.9213 

2
11

 2
33

 0.5330 0.9919 1.3855 0.9213 

Note: σ2
 represents degree of generalization in Gaussian radial basis kernel and γ represents the regularization 

parameter in LSSVM modeling 

To view the trend of predictive effects in testing part, we chose two specific models from Table 2 to 

sketch the RMSEt curves versus γ (see Fig. 3). One is the first minimum-reaching point with a minimum value 

of γ (σ2
=2

-5
), the other is the one with an obvious drop in RMSEt (σ2

=2
-1

). The testing results also gave out the 

similar changing trend to the validating results. The RMSEt curve dropped down at an exact γ point and then 

kept stable at the minimal line. These results will conduct us to select a right value of the regulation factor. 
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Figure 3 The testing results for two specific values of σ2

 in Gaussian radial basis kernel 
 

V. CONCLUSIONS 
In this paper, parametric tuning was studied for the LSSVM models in NIR analysis of fishmeal 

protein concentration. We respectively exert the linear, polynomial and GRB kernels in the nonlinear-to-linear 

transformation and examine whether they would output an optimal or an acceptable predictive result, either in 

the validating process or in the testing part. These training combined the LSSVM regulation factor with the 

tuning of degree of polynomial or with the GRB kernel width, and testing the grid search results for a parameter 

step-screening procedure. We can find out some optimal parameters for the polynomial kernel that outlet the 

prospective predictive root mean square error, but the correlation effect was not as good as expected. On 

contrary, for the GRB kernel, we cannot tell which would be the most optimal model as the RMSEv curve 

quickly dropped to a minimum value and stay stable, but we chose the first minimum-reaching points for each 

σ2
 as the aim because we prefer the γ equaling to a relatively small value so that the forward applicable model 

can be of less complexity. 
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